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Abstract. A population increase without equivalent rice production can lead to a de-
crease in food security. Efforts are required to identify agricultural land for its self-
sufficient rice field areas. It is presented in this research how spatial data modeling
can be used to categorize and predict food self-sufficiency zones utilizing Multi-Attribute
Decision-Making (MADM) technology on Geographical Information System (GIS) tech-
nology. The classification of food self-sufficient areas uses the Weighted Product (WP)
method applying multi-attribute parameters of agricultural production, total food demand,
and the area of the agricultural sub-districts. The Näıve Bayes method predicts food self-
sufficiency based on several parameters: seed type, fertilizer, season, and terrain type.
The results of the method test show superiority in classifying food self-sufficient areas
by having an average coefficient value in the kappa index test of 0.78. The trial results
conclude that it was determined that this method has a high degree of agreement strength
when used for spatial data analysis of the food self-sufficient areas classification utilizing
the MADM methodology.
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1. Introduction. Rice is a staple food in many countries throughout the world, and it is
one of the most widely consumed grains in the world. Because of this, mapping rice fields
in a timely and efficient manner is critical to ensuring agricultural sustainability and food
security in the future. The agricultural land mapping remains challenging in fragmented
landscapes, such as rice-growing areas, because the information on rice farming areas
is still dominated by small-scale agriculture compared to large-scale agriculture. Thus,
land use is one of the functions in accelerating the production of agricultural products
aimed at meeting food needs and improving people’s welfare [1]. Based on the Food and
Agriculture Organization (FAO) survey, it is estimated that the growth rate of agricultural
production declines to 1.5% between 2015 and 2030, further to 0.9% between 2030 and
2050. Thus, it is necessary to apply a spatial pattern to producing information on the
distribution/mapping of rice fields, which is very much needed as a strategic policy of
food security [2].
Spatial data analysis is essential for monitoring and controlling agricultural land map-

ping. In recent decades, there has been an increase in research interest in presenting
MADM-based models for assessing spatial data in domains such as healthcare [3,4], agri-
culture [5,6], and population [7]. It was developed based on climatic, soil, and topograph-
ical conditions to determine the rank of various suitability factors and weights as a map of
the suitability of production and rice fields [8]. In order to determine the appropriateness
of rice farming land based on spatial climate maps, researchers employed Extracting Cri-
teria Maps for Agro-climatic Zoning and weighted overlay as a spatial analysis technique,
which was also applied in determining the suitability of other crops [9].
In geocoding and mapping GIS, spatial data modeling is the act of analyzing spatial

data in order to design a decision-making system that is utilized for stakeholder policy
development and implementation [10,11]. At present, the rapid development of the GIS
through the integration process and precise analysis can be performed using different
methods. The model approach uses MADM to determine the factors and their weights
for mapping the suitability of rice farming land [12], such as analytical hierarchical process
[13-15], and simple additive weighting [16]. Meanwhile, modeling and analyzing spatial
patterns through a machine learning-based Artificial Intelligence (AI) algorithm used for
mapping the suitability of rice farming land, includes Näıve Bayes and radial basis function
networks [12], decision tree [17], Bayesian [18], support vector machine and random forest
[19].
The suitability analysis of land mapping and the preparation of land use maps using

GIS is the most practical application in land resource planning and management [20]. GIS
technology has been widely used in evaluating the suitability of agricultural land mapping
because it leads to the rapid creation of static maps and map estimates by combining
several information data to produce a layer suitability map [20-23]. Based on previous
research, GIS technology uses spatial analysis to identify agricultural land suitability with
spatial, temporal, and spatial-temporal methods. The development of sustainable rice was
analyzed by integrating the logistic regression and multi-criteria land evaluation, such
as characteristics of local land-use conversions [24]. An agricultural spatial data-driven
Bayesian autoregressive framework was utilized to create a predictive smoothing model
for the Self-Sufficiency Index (SSI) as a subset of clusters, which was then used to test the
model’s predictions [18,24]. However, the approach and parameters offered in this study,
namely, the multi-criteria parameter approach, were not used in earlier studies to explore
the need for supporting factors in the analysis process. AI using mathematical modeling
is suitable to produce a mapping distribution of agricultural land areas with multi-class
classification and experts to determine criteria, weighting, and ranking attributes.
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According to the most relevant literature and theory of the methodologies utilized in
this study [25], the categorization of agricultural land mapping areas based on food self-
sufficiency status is the most appropriate classification. Several literature studies have
attempted to improve results in scientifically mapping an area. Also, previous researchers
have suggested developing mathematical models, GIS MADM methods, and AI. Thus, in
the theoretical background section, we will discuss research on MADM, artificial intelli-
gence, Geographic Information Systems (GIS), and combinations of these technologies. A
variety of multi-criteria decision-making methods, including the Analytic Network Pro-
cess (ANP), Simple Additive Weighting (SAW), and Vlse Kriterijumska Optimizacija I
Kompromisno Resenje-Analytical Hierarchical Process (VIKOR-AHP), were used in a
GIS environment to investigate an ecological model framework with the goal of selecting
a suitable location for agricultural land use [16]. Another study combined Geographic
Information System (GIS) technology with Multi-Criteria Decision-Making (MCDM) and
the Analytic Hierarchy Process (AHP) to determine the suitability of agricultural land
for crop development in a different part of the world [15]. According to this study [17],
which makes use of the MCDM spatial method and the AHP-based GIS, the value of each
criterion layer is calculated by multiplying the parameters for each factor obtained from
the pair comparison matrix by adding weights, and the appropriate evaluation of several
criterion factors affecting agricultural land is performed.

Application of the AHP approach is used to rank various appropriateness factors in
order to make comparisons. The weights obtained as a result of the analysis are utilized to
create a suitability map layer on the ArcGIS 10.1 platform, using the weighted sum overlay
tool. Furthermore, a map is made that describes the suitability of rice production based
on specific regions [8]. [19] proposed machine learning using Support Vector Machine
(SVM) and Random Forest (RF) classification techniques to map the spatial distribution
of rice fields in order to map the spatial distribution of rice. [18] presented a predictive
smoothing model to determine the Self-Sufficiency Index (SSI) based on the Bayesian
autoregressive framework by utilizing available agricultural data in each region. The
researchers devised a fuzzy multi-criteria decision-making technique that was combined
with Geographic Information Systems (GIS) to assess optimal rice-growing regions in the
Amol District of Iran. In accordance with the FAO framework and expert opinion [20], it
included soil qualities, meteorological conditions, terrain, and accessibility. In accordance
with the findings of the literature study, there are still a limited number of studies that
combine different methodologies for mapping agricultural land.

There are various difficulties in mapping land suitable for rice growing based on food
self-sufficiency status, which is a difficult task. One issue is spatial information about
the surrounding population, which is reflected in the demand for rice as a food security
strategy to agricultural productivity as a result of increased agricultural productivity.
Then, geographic information about the surrounding environment, the network structure,
the qualities of the surrounding environment in relation to climatic conditions, and pest
attacks are required, and the network structure is required. Several studies have stated
that population density is the most significant criterion for food security [2,26]. Another
study stated that essential factors in agricultural yield models are climate, soil properties,
and water availability [27]. There is an analysis related to land suitability that must be
applied in the final decision to meeting the needs and reflecting local conditions well
[2,6], which is used to produce information on spatial mapping and the areas of rice fields
as a strategic form of food security [2]. Previous studies have not used the proposed
multi-parameter criteria for modeling spatial data with WP and Näıve Bayes methods.
The authors proposed a spatial data modelling using MADM to define the mapping
of agricultural areas based on the scope of food self-sufficiency category to address the
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challenges of mapping rice farming areas to determine food self-sufficiency status. This
proposed approach is still very limited so far.
Multi-Attribute Decision-Making (MADM) approaches are commonly used to find the

best solution, choose a single option, or rate options from most to least appropriate [28].
As one of the MADM methods, the Weighted Product (WP) method aims to evaluate
and compare to the rest through the multiplication of ratios related to every criterion
and select the most applicable alternatives [29]. This method is more straightforward
and more efficient [28]. The WP method is considered suitable for both single and multi-
dimensional problems/having high subjectivity [30], and produces a short calculation time
[31]. In addition, the WP method has a moderate agreement strength category, which can
be applied for modelling spatial data using GIS for regional classification [4]. While the
use of Näıve Bayes classification in determining the class based on the hypothesis, there
is no dependence between attributes in maximizing the posterior probability [32,33]. This
method can quickly build simple structures without learning procedures and has a shorter
computation time, resulting in higher efficiency [34]. Näıve Bayes is one of the algorithms
that have advantages and outperforms many sophisticated classifications, especially when
the attributes are not strongly correlated [33,35,36]. Meanwhile, limited studies combine
Näıve Bayes classification with weighting features [37-39].
The results of this study could be part of an effort to observe, monitor, and control food

self-sufficiency as a strategic policy of food security in developing torpical countries. The
mapping results can help stakeholders, or the food security agency classify and predict
self-sufficient food areas. AI is used as a framework in spatial data modeling, using GIS
technology to visualize the classification of food self-sufficient areas. From implementa-
tion and testing results, it can be concluded that web-GIS applications of mapping food
self-sufficiency in Mojokerto district can provide information on the productivity of rice
products, determine the regional potential for self-sufficiency, and predict areas of poten-
tial self-sufficiency. The analysis results using the WP and Näıve Bayes methods based
on the parameters of land area, productivity, population, irrigation system, rainfall, and
agricultural equipment in the Mojokerto district show that the prediction of self-sufficiency
is good. Kohen Kappa index is 0.78, and the analysis results determine the number of
areas with abundant agricultural products and high self-sufficiency.

2. Method. When GIS and MADM approaches are used for decision-making, a powerful
tool is created that may be used to handle a variety of challenges, including the selection
of a feasible location [40]. Identifying the most desirable from a small number of choices
based on a predefined quality [41] is a useful approach for comparative analysis. Using
MADM, decision-making systems using spatial data can be equipped to do spatial data
analysis [42,43]. MADM is capable of integrating and managing geographic data as well
as attribute data. Agricultural land mapping classification based on food self-sufficiency
status is the major data used in the spatial data modelling discussed in this section.
Figure 1 shows a flowchart depicting the stages of the spatial data modelling process for
classification.
Step 1: This process is necessary to determine the necessity for spatial datasets and at-

tribute data in the spatial shapefile dataset (*.shp). This paper uses two types of datasets,
namely spatial datasets including district maps in each sub-district and quantitative at-
tribute datasets. The base map spatial datasets of the Mojokerto Regency consist of 18
sub-districts with information coverage at the village level. The quantitative attribute
dataset for food self-sufficiency spatial data modeling (Table 1) contains attributes, such
as population (households/sub-district), land in hectare (Ha), productivity in quintal (=
100 kg) per hectare (Qt/Ha), Plant Pest Organisms (Pest), and Rainfall (Month). The
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Figure 1. Flowchart of spatial data modeling for food self-sufficiency classification

quantitative attribute dataset for spatial data modelling predicting food self-sufficiency
(see Table 2) contains attributes, such as types of seeds, type of fertilizer, irrigation sys-
tem, agricultural land area, and agricultural tools.

Step 2: The spatial data modelling to determine food self-sufficiency areas using the
WP method on the MADM model is explained in Section 2.1. The WP method is part
of the MADM model in decision making which will process the criterion value of each
parameter to get the Vi preference value. The spatial data modelling for predicting food
self-sufficiency using the Näıve Bayes method on machine learning is explained in Section
2.2.

Step 3: Compute the ranking value to determine the classification of food self-sufficiency
areas using the Guttman scale as described in Section 2.4. The classification value com-
prises the level of food self-sufficiency in each region, with circumstances ranging from
very good, good, average, fair, and poor.

Step 4: Calculate the degree of agreement for both assessment methods using Cohen’s
kappa method based on the process of Section 2.5. Then, calculate the measuring of
classification model performance using APR based on Section 2.6.

2.1. Multiple-Attribute Decision-Making (MADM). MADM in the field of spatial
analysis is part of a Multi-Criteria Decision-Making system (MCDM) and Multi-Objective
Decision-Making (MODM) [44]. MADM is used for discrete retrieval, where alternative
decision support systems are predetermined [45]. The Weighted Product (WP) approach
is a prominent weighting method that is used as part of a decision-making system that
employs MADM multi-parameter criteria to make decisions [30]. In addition, WP method
has a limited set of decision alternatives that provide explanations for several decision cri-
teria. WP method’s primary process is multiplication, which is used to connect attribute
ratings in situations where each attribute must be ranked with attribute weights in order
to be considered. This process has similarities to the normalization process [46,47]. The
weight is computed based on the level of importance. The more important, the higher
the weight value, value of 1 is “very unimportant” and 5 is “very important”.
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The WP method approach is to assign a score to each alternative multiplied by the
weighted value for each parameter attribute, with the following steps.
Step 1: Determine the criteria (Cj) of rice farming land that has the suitability status

of a food self-sufficient area based on expert judgment. In MADM, using expert weight
rationality directly influences the accuracy of the decision results [48].
Step 2: Determine the weight value of each existing criteria (W ) or relative importance

of each criterion (Cj) given by experts. The process in Equation (1) normalizes the crite-
rion weight (W ),

∑
wj = 1, with W (w1, w2, . . . , wn) as the weighted importance value of

each criterion.
W = {w1, w2, . . . , wn} (1)

Step 3: Simplify the weight criteria according to Equation (2). Normalize or increase
the weights to produce a value of wj = 1 where j = 1, 2, . . . , n criteria and

∑
wj is the

sum of weights.

Wj =
wj∑
wj

(2)

Step 4: Calculate the value of vector Si as an alternative preference based on Equation
(3).

Si =
n∏

j=1

XijWj, with i = 1, 2, . . . ,m (3)

where Si is the result of decisions normalization on the i-th alternative (preference cri-
teria), and Xij is an alternative rating per attribute (value of the criteria). The weight
attribute is represented by Wj, and the number of criteria is represented by n. The Wj

variable is the rank of positive value for the profit attribute and negative value for the
cost attribute in the profit and cost attributes, respectively.
Step 5: Calculate the vector Vi value, using Equation (4), as the relative preference of

each alternative on vector V by dividing each number of vector values S with the total
value of vector S.

Vi =
Si∑m
j=1 Si

, with i = 1, 2, . . . ,m (4)

2.2. Näıve Bayes. The Näıve Bayes technique is a straightforward probability classifi-
cation approach that calculates the likelihood of a new observation being classified into
a predetermined category based on previous observations [34,47]. On the basis of this
assumption, the classification can be estimated by computing the conditional probabili-
ty density function and the posterior probability density function [49], to determine the
posterior probability using Equation (5) and Equation (6) [50].

P (c|x) = P (x|c)P (c)

P (x)
(5)

P (c|x) = P (x1|c)× P (x2|c)× · · · × P (xn|c)× P (c) (6)

where P (c|x) is defined as the posterior probability of class (c, target) given predictor (x,
attribute), P (c) is defined as the probability of the preceding class, and P (x) is defined as
the prior probability of the predictor. The P (x|c) variable denotes the possibility, which
is the class probability given the predictor in the case of the possibility.

2.3. Spatial dataset. This section explains the weighting process for various attributes
using the WP method as shown in Table 1. In order to establish the level of impor-
tance/influence on the classification of each spatial dataset, a weighted value will be
assigned to each one. The level of importance used for weighting in each attribute [51] is
as follows: the value of Xi is 95 for category “Very good”; value 85 for category “Good”;
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Table 1. Weighting parameters of self-sufficiency attributes using WP method

Attribute Parameter Category Weight value

Population (X1)
< 500 Very good 95

500-1000 Good 85
> 1000 Average 75

Agricultural land area (X2)

> 250 Very good 95
250-200 Good 85
200-150 Average 75
150-100 Fair 65
100-0 Poor 55

Productivity (Qt/Ha) (X3)

> 90 Very good 95
≤ 90 – > 70 Good 85
≤ 70 – > 50 Average 75
≤ 50 – > 30 Fair 65

< 30 Poor 55

OPT (Pest) (X4)

0-8% Very good 95
8%-15% Good 85
15%-25% Average 75
25%-45% Fair 65
> 45% Poor 55

Rainfall (Month) (X5)

≥ 150 mm Very good 95
< 150 mm – ≥ 100 mm Good 85
< 100 mm – ≥ 50 mm Average 75

< 50 mm Fair 65

value 75 for category “Average”; value 65 for category “Fair”; value 55 for category
“Poor”.

By analyzing the data presented in Table 2, the Näıve Bayes approach is used to
calculate the weights assigned to each feature of self-sufficiency prediction.

2.4. The Guttman scale. When evaluating a classification, the Guttman scale can be
used [52] to determine its importance. In order to draw conclusions from qualitative data
[53], this scale is used as a basis for measurement [52]. It also helps to reduce uncertainty
from an intervention outcome value in the projected categorization value [54]. The sort
of dataset that employs scores/weights in the analysis process will produce a value based
on the uncertainty factor of the class of variables described, which may be assessed using
the Guttman scale [55] based on Equation (7).

I =
R

K
(7)

The I variable is the result of the interval value derived from the R variable, which denotes
the range of values in the data set. Very good, good, average, fair, and poor are among
the potential classifications that will be generated; the K variable is the number of such
classifications. As shown in this paper, the value of the R variable can be calculated by
looking at the range of values between the maximum value of Vi and the Vi lowest value.

2.5. Method consistency examination. For determining the consistency of the two
methods used in this experiment, the Cohen’s kappa approach was employed. It specifies
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Table 2. Weighting parameters of self-sufficiency prediction attributes us-
ing Näıve Bayes

Attribute Parameter Category

Types of seeds
Hybrid Very good
Superior Good
Local Average

Type of fertilizer
Organic and Inorganic (Mix) Very good

Inorganic Good
Organic Average

Irrigation system
Technical Irrigation Rice Fields Very good

Semi-Technical Irrigation Rice Fields Good
Rainfed Rice Fields Average

Agricultural land area

> 250 Very good
250-200 Good
200-150 Average
150-100 Fair
100-0 Poor

Agricultural tools TR2 +RT/TRAY (Mix) Very good
TR2: Tractor TR2 Good

RT/TRAY: Rice Transplanter
with tray

RT/TRAY Average

that this measurement should be utilized for qualitative data based on Equation (8) [56].

K =
Pr(a)− Pr(e)

1− Pr(e)
(8)

The measuring coefficient between the WP and Näıve Bayes methods is denoted by the K
variable. The percentage of the number of consistent measurements used for comparisons
between methods is denoted by the Pr(a) variable. The percentage change is denoted by
the Pr(e) variable. The method, based on the range of coefficient values, gives results
“poor” agreement strength if the value of the variable K < 0.21, “fair” for value between
0.21 and 0.40, “moderate” for value between 0.41 and 0.60, “good” for value between 0.61
and 0.80, “very good” for value between 0.81 and 1.00.

2.6. Confusion matrix measuring model. The confusion matrix consists of two pos-
itive and two negative classes comparing the actual and classification data [57,58] as seen
in Table 3. This study uses the confusion matrix which is illustrated in Table 3 to measure
the model used by obtaining the values of accuracy, precision and recall. Precision and
recall are commonly defined as the ratio of correctly classified events (usually referred to
as true positives in classification) to important occurrences (precision), or actual events
(recall) [60].

Table 3. Confusion matrix

Actual data
Predicted classification

Positive (+) Negative (−)
Positive (+) True positives (TP) False negatives (FN)
Negative (−) False positives (FP) True negatives (TN)
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3. Results and Discussion. Table 4 represents the findings of the Guttman scale ex-
amination using Equation (9) as the result of the classification scale value using the WP
method. 

very good, if Vi ≥ 0.20786
good, if Vi ≥ 0.20412 and Vi < 0.20786
average, if Vi ≥ 0.20038 and Vi < 0.20412
fair, if Vi ≥ 0.19664 and Vi < 0.20038
poor, if Vi < 0.19664

(9)

Table 4. The findings of the Guttman scale examination

WP method

R = ViMax
− ViMin

= 0.21160− 0.1929 = 0.0187

K = 5 and I = 0.0187
5

= 0.00374

Assessment very good criteria: Highest score− I = 0.21160− 0.00374 = 0.20786

Assessment good criteria: Very good criteria− I = 0.20786− 0.00374 = 0.20412

Assessment average criteria: Good criteria− I = 0.20412− 0.00374 = 0.20038

Assessment fair criteria: Average criteria− I = 0.20038− 0.00374 = 0.19664

Table 5 shows implementation datasets of self-sufficiency attributes assessment from
Jolotundo villages.

Table 5. Weighted product implementation datasets

Village
Attributes (X)

Population Land area Productivity OPT Rainfall
(X1) (X2) (X3) (X4) (X5)

Jolotundo 75 95 75 96 75

Step 1: The WP method requires weights and attributes to determine food self-
sufficiency.

Step 2: The decision-maker assigned the preference weights for each attribute (Xi) as
in Table 6.

Table 6. Weights of each self-sufficiency attribute preferences

Weight
Attribute (Xi)

Population Land area Productivity OPT Rainfall ∑
wi(X1) (X2) (X3) (X4) (X5)

w 95 75 65 80 95 395

Step 3: The normalization is performed using Equation (2), and the result can be seen
in Table 7.

Table 7. Result of normalization of self-sufficiency attributes

Weight
(

X1∑
W

) (
X2∑
W

) (
X3∑
W

) (
X4∑
W

) (
X5∑
W

) ∑
wi

w 0.24 0.19 0.24 0.16 0.16 1.00
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Step 4: Calculate S vector using Equation (3), with the elaboration of Equation (10).
The result of vector calculations of each village for self-sufficiency attributes are shown in
Table 8.

Si =
(
X1ˆ

attribute weight x1
)
∗
(
X2ˆ

attribute weight x2
)
∗
(
X3ˆ

attribute weight x3
)

∗
(
X4ˆ

attribute weight x4
)
∗
(
X5ˆ

attribute weight x5
) (10)

Step 5: Determine the preference (Vi) using Equation (4) and the results are shown in
Table 8.

Table 8. Preference calculation results

Vector Si Vector Vi

81.03 0.21160

Preference (Vi) is used to determine the distribution of the mapping classification of
food self-sufficient areas. Figure 2(a) shows the analysis map of the irrigation system of
each village, with green color for technical irrigation conditions, yellow for semi-technical
conditions, and blue for rain-fed conditions. Figure 2(b) shows population data for each
village. The yellow color indicates population less than 1,000 households, the green for
more than 1,000 but less than 2,000 households, the red for more than 2,000 but less than
3,000 households, the gray for more than 3,000 households, and the turquoise green for
not populated.
Data of the rice planting area is shown in Figure 2(c). The yellow color represents the

planting area less than 200 Hectares (Ha), the green for more than 200 Ha, and the gray
for no rice planting area. Figure 2(d) shows each village’s rice harvest productivity data.
The yellow color represents the yield of less than 50 Qt/Ha, the green for more than 100
Qt/Ha, and the gray for no rice planting land area. Figure 2(e) displays the deployment
of agricultural tools in every village with red color for the area with RT/TRAY tools, the
yellow for TR2 only, the green for a combination of RT/TRAY and TR2, and the gray
for the area with no subsidy due to no agricultural land for rice. Figure 2(f) shows the
results of the self-sufficiency classification analysis using the WP method with the blue
for very good self-sufficiency, the green for good, the yellow for quite good, the orange for
poor, and the red for very poor.
Using the Näıve Bayes method, the potential self-sufficiency area uses five parameters:

types of seeds, type of fertilizer, irrigation system, agricultural land area, and agricultural
tools. Using Equations (5) and (6), the status of each village can be determined as in
Table 7. For a numerical example, the calculation is performed for Village 11 with the
following steps.
Step 1: Compute the probability of the appearance of “Yes” status and the appearance

of “No” status.
Step 2: Compute the probability of the appearance of “Yes” status when X variable

is established (P (Yes|X)) and the probability of the appearance of “No” status when X
is established (P (No|X)). Here, x1 = superior; x2 = mix; x3 = technical irrigation; x4 =
300-400; x5 = TR2; x6 = ‘?’.
Step 3: Compute the P (Yes|X) and P (No|X) using Equation (11) and Equation (12).

P (Yes|X) = 0.081; P (No|X) = 0

P (Yes|X) = P (x1|Yes)× P (x2|Yes)× P (x3|Yes)× P (x4|Yes)
×P (x5|Yes)× P (Yes) (11)

P (No|X) = P (x1|No)× P (x2|No)× P (x3|No)× P (x4|No)× P (x5|No)× P (No) (12)
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(a) Classification of irrigation (b) Classification of population

(c) Classification of rice plant area (d) Classification of productivity

(e) Classification of agricultural tool (f) Self-sufficiency analysis results

Figure 2. (color online) Mapping classification results using the WP method

Step 4: Compare the P (Yes|X) and P (No|X). Since the P (Yes|X) is greater than
the P (No|X), the status of Village 11 is “Yes”.

Figure 3 shows blue color for areas predicted to be self-sufficient food, and yellow for
being able to be self-sufficient.

Using the WP method on Equation (4) resulting Table 8 and Näıve Bayes method
on Equation (5) resulting in process Equations (11) and (12), evaluate the classification
performance on the analysis result. Measuring algorithm performance in classification
metrics usually revolves around using precision and recall evaluation frameworks [59].
To evaluate categorical classifiers for areas of food self-sufficiency uses precision, recall,
and performance metric accuracy. Precision is intended to assess the accuracy of the
classification findings, whereas recall is intended to measure the completeness of the clas-
sification results. The accuracy of the categorization process, on the other hand, is the
most commonly used confusion metric [61].
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Figure 3. (color online) The result of mapping classification with the
Näıve Bayes

Table 9. Food self-sufficient prediction datasets from 11 villages

Village
No

Food self-sufficient prediction attributes
StatusTypes of Type of Irrigation Agricultural Agricultural

seeds (x1) fertilizer (x2) system (x3) land area (x4) tools (x5)
1 Local Organic Technical Irrigation 100-200 TR2 Yes
2 Superior Inorganic Semi-Technical 0-100 RT/TRAY Yes
3 Local Organic Rainfed 300-400 MIX No
4 Local Mix Semi-Technical > 400 TR2 Yes
5 Superior Mix Rainfed 300-400 RT/TRAY No
6 Hybrid Organic Semi-Technical 200-300 TR2 Yes
7 Local Inorganic Rainfed > 400 RT/TRAY No
8 Hybrid Organic Technical Irrigation 300-400 MIX Yes
9 Local Organic Semi-Technical 200-300 TR2 Yes
10 Hybrid Mix Technical Irrigation > 400 MIX Yes
11 Superior Mix Technical Irrigation 300-400 TR2 ?

The testing of the spatial analysis for food self-sufficiency mapping application is per-
formed by calculating the success rate of predictive analysis using the WP method. The
correct predictions are 12 times out of 20 experiments. The Näıve Bayes method results
in eight accurate predictions out of 15 experiments. The WP method is carried out to
map food self-sufficiency using GIS. The validation of the predictive result shows 69%
of precision, 85% of recall, and 75% of accuracy. Moreover, the Näıve Bayes method’s
precision, recall, and accuracy are 62%, 80%, and 70%, respectively.

4. Conclusion. This research examines the combination of WP and Näıve Bayes meth-
ods in classifying multi-attribute for spatial data modelling. The WP method on MADM
allows comparative mapping results according to the priority level of importance of the
parameters, weights, and priority rankings given to each multiparameter attribute in pro-
viding spatial sensitivity analysis. This paper considers quantitative data and computes
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the Guttman scale classification parameter, and this research derives the Vi preference
value from the WP approach and presents it. This is crucial in the decision-making pro-
cess for selecting regions that are self-sufficient in terms of food production. While the
Näıve Bayes method predicts the mapping of self-sufficient food areas, by maximizing the
posterior probability, the method can quickly produce a structured result with a shorter
processing time. The result of WP and Näıve Bayes methods combination unlocks new
potential for further research in combining several different methods in spatial data mod-
eling. Based on the test results, they have a good category agreement strength for GIS
spatial data modeling to classify self-sufficient food areas. Kohen Kappa index is 0.78, and
the analysis results determine the number of regions with abundant agricultural products
and high self-sufficiency. The MADM method, classification method with optimization
parameters, and datasets can be considered for further research for better accuracy.
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